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Abstract A turbulent/non-turbulent interface detection method is proposed based on fuzzy clustering of the

instantaneous streamwise velocity field. The fuzzy cluster method overcomes the limitations of standard detection

methods by removing the user bias in thresholding and window selection and not relying on the calculation of

mean flow properties. The robust detection algorithm is applied to three experimental wall-bounded turbulent

flows, and it is found to compare favorably against existing interface identification methods.
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1 Introduction

External turbulent flows, such as wakes, jets, and bound-

ary layers, are characterized by a corrugated, three-

dimensional interface that delineates the regions of ac-

tive turbulence from the irrotational flow in the free

stream. The so-called turbulent/non-turbulent interface

(TNTI) plays a key role in the kinematics of turbulence—

it is the location where entrainment of non-turbulent

flow takes place and mixing occurs. Hence, accurately

detecting it is of fundamental importance.

Numerically, the TNTI is trivially identified using

thresholding methods based on vorticity (Bisset et al.,

2002), enstrophy (Borrell and Jiménez, 2016), or by

probability density functions constructed with the ve-

locity profile (Wu et al., 2019). The ease of detection in

numerical simulations is tributary to: (1) the relatively

low-Reynolds number imposed by computational limi-

tations, and (2) the low level of numerical noise present

in the free stream. Both contribute to a crisp delin-

eation of the turbulent and non-turbulent regions in

numerical simulations.

From an experimental perspective, however, detect-

ing the TNTI is not as straightforward, especially in

wall-bounded flows. This is in part due to the generally

high-Reynolds number encountered in such flows, but

also, as noted by Reuther and Kähler (2018), due to a

trade-off between noise and spatial resolution in Parti-

cle Image Velocimetry (PIV) and Particle Tracking Ve-

locimetry (PTV) techniques. The often large level of ex-

perimental noise measured in the free stream translates

into significant errors in the gradient calculations. This

renders any vorticity-based thresholding techniques too

difficult to apply in experimental settings.

With that said, the three methods commonly em-

ployed in experimental TNTI detection are fraught with

limitations. The turbulent kinetic energy (TKE) method

of Chauhan et al. (2014) uses a windowing approach

based on the turbulent fluctuations to determine the

rotational and irrotational regions of the flow. As the

determination of the turbulent fluctuations relies on

an accurate measurement of the mean flow profile, the

method is only applicable to a statistically steady, qui-

escent flow. The homogeneity method (HM) alleviates

this drawback by utilizing a local mean flow velocity

instead. However, this makes the method particularly

sensitive to the sampling window and yields an overly

smooth TNTI (Reuther and Kähler, 2018). Finally, the

particle density method (PDM), which is largely thought

to be the most accurate and robust, implicitly assumes

the possibility of local seeding. In cases where local

seeding is not possible or the boundary layer devel-

opment is not known a priori, the method cannot be

applied.

To this end, a reliable TNTI detection method, based

on a fuzzy clustering algorithm, is proposed in this pa-

per. The algorithm overcomes the aforementioned lim-

itations by acting directly on the velocity field, elimi-

nating the need to compute any mean flow properties

or perform flow seeding. We show that the method can

be applied to robustly detect the TNTI in a variety of

experimental wall-bounded flows. Moreover, it can be

readily extended to encompass three-dimensional flows,

as done in Fan et al. (2019).

2 Method description

A brief summary of the fuzzy cluster algorithm, also

known as fuzzy C-means (FCM), is given herein. A de-

tailed description of the method, as applied to the iden-

tification of the uniform momentum zones (UMZ), can

be found in Fan et al. (2019).

The FCM takes as input a sequence of M mea-

surements from a single snapshot, represented by ~φ =

{φ1 . . . φM} where φ can be any experimentally deter-

mined or numerically simulated scalar variable, as well

as a user-defined number of clusters, N . After initializa-

tion, the algorithm computes the centroid for each clus-

ter, c, which corresponds to the characteristic mean of

the subset. Then, it classifies the data using a distance-

from-the-mean metric, the Euclidean norm, and up-

dates the classification labels such that the cost function

is minimized:

cost(C1, . . . , CN ) = min

N∑
j=1

∑
i∈Cj

Πij ||φi − cj ||2, (1)

where Cq corresponds to the q-th cluster and Πij is

the probability of clustering φi in cluster Cj . By defi-

nition, 0 ≤ Πij ≤ 1. The process is repeated until con-

vergence, at which point the centroids of the clusters

are stationary with respect to a preset error threshold,

ε. Commonly, the error threshold is selected such that

|Cnewk − Coldk | ≤ ε < ε, where ε is a small number.

Upon convergence, the contour separating the clusters

is identified to be the TNTI.

The algorithm is developed in Python and is pub-

licly available at https://git.uwaterloo.ca/jphickey/

tnti. It differs from that proposed by Fan et al. (2019)

in that multiple successive clusterings are utilized in or-

der to maximize the fuzzy partition coefficient (FPC).

The FPC is analytically defined as:

FPC =
1

N

N∑
j=1

M∑
i=1

Π2
ij , (2)

https://git.uwaterloo.ca/jphickey/tnti
https://git.uwaterloo.ca/jphickey/tnti
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Fig. 1 TNTI detection with: ( ) FCM and ( ) TKE
as applied on the experimental data of Gibeau and Ghaemi
(2021). The threshold for TKE is kth = 0.35; streamwise
velocity contours are shown.

and it is an indicator for how well the data is described

by the fuzzy clustering model; it is normalized such that

a value of unity represents a perfect solution.

3 Results

To highlight the versatility of the method, the FCM ap-

proach is applied to detect the TNTI for experimental

(PIV) measurements of turbulent boundary layer flows,

and its performance is assessed by comparison with the

TKE method. For all the cases studied, the algorithm

is initialized randomly, the variable used for cluster-

ing is the streamwise velocity component, U , and two

user-defined clusters, N = 2, are selected. In addition,

the convergence criterion is set to ε = 10−5, and two

successive clusterings are employed. The cluster count

and number of iterative clusterings were optimally se-

lected by studying various combinations and choosing

the values that maximize the classification agreement,

i.e., that give the highest FPC. An FPC well over 90%

was computed for each investigated case.

The FCM algorithm is tested on three different ex-

perimental data sets. First, the PIV data of Gibeau

and Ghaemi (2021) from the University of Alberta at

Reτ = 2600, where Reτ is the friction Reynolds num-

ber. Figure 1 plots the TNTI as detected by the FCM

algorithm and the TKE method, where the threshold

for TKE, kth, is determined by the procedure outlined

in Chauhan et al. (2014). Excellent agreement is ob-

tained between the two methods. The TNTI generated

by FCM traces that from TKE, apart from a pocket in

the free stream. These detached patches are typically

encountered in TNTI detection and can be discounted

when considering the continuous interface.

Second, the classical zero pressure gradient flat bound-

ary layer flow of Adrian et al. (2000) at Reθ = 7705

(high-Re case), whereReθ is the Reynolds number based

on the momentum thickness. The results from both

Fig. 2 TNTI detection with: ( ) FCM and ( ) TKE
as applied on the high-Re experimental data of Adrian et al.
(2000). The threshold for TKE is kth = 0.68; streamwise
velocity contours are shown.

methods are overlaid and presented in Figure 2. As can

be seen, the algorithm yields a TNTI that closely resem-

bles that detected by the traditional TKE approach.

Third, the low-Re case of Adrian et al. (2000) at

Reθ = 1015, shown in Figure 3. Again, the TNTI de-

tected by FCM matches reasonably well with that pro-

duced by TKE. While the results in Figures 1–3 are in

agreement, we note that arriving to the optimal TKE

thresholds took several attempts via trial-and-error. On

the other hand, the FCM algorithm converged rapidly

with no extra user input. This is the chief advantage

of FCM, and it gives us confidence that the method is

generalizable for experimental data.

To provide a statistical measure of the agreement,

the intermittency factor γ, defined as the ratio of the

flow that is turbulent at a given y-location, is computed

in Figure 4 for the experimentally determined TNTI.

Two main remarks can be made. First, the intermit-

tency factor in all cases closely follows the expected

error function behavior, starting from unity at the wall

and dropping to a very low value (≈ 0.05) at the edge

of the boundary layer. Second, the profiles from both

methods collapse similarly with a maximum discrep-

ancy of 6%. The discrepancy is more pronounced in the

high-Re case of Adrian et al. (2000); this is attributed

to the narrow field of view in the wall-normal direc-

tion, at the upper edge of the boundary layer, and the

lower number of PIV snapshots available for statisti-

cal convergence. The mean location of the TNTI, yi, is

also highlighted—the TNTI is well within the bound-

ary layer (yi = 0.61δ for Gibeau and Ghaemi (2021)

and yi = 0.7δ for Adrian et al. (2000)); this is in line

with the observations of Chauhan et al. (2014).
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Fig. 3 TNTI detection with: ( ) FCM and ( ) TKE
as applied on the low-Re experimental data of Adrian et al.
(2000). The threshold for TKE is kth = 0.57; streamwise
velocity contours are shown.

Finally, the conditionally-averaged streamwise ve-

locity, 〈U〉, is calculated in close proximity to the TNTI.

The profiles are displayed in Figure 5, where a sharp

step-change and an inflection point are apparent across

the turbulent/non-turbulent interface. This validates

the TNTI location detected by FCM and corroborates

the evidence of a shear-like ‘superlayer’ at the TNTI,

as first proposed by Corrsin and Kistler (1955).

4 Conclusion

A TNTI detection method is proposed based on a fuzzy

cluster means algorithm. The approach overcomes the

windowing, thresholding, and seeding limitations asso-

ciated with current prominent detection methods, with-

out requiring the computation of the mean flow veloc-

ity. It is tested against three experimental data sets,

and it is shown to perform comparably to TKE. The

algorithm is proven to be robust, versatile, and conve-

nient for TNTI detection in wall-bounded flows, but it

is applicable for any other free-shear flow. The method

can also be extended to identify three-dimensional in-

terfaces. An open-source code is available and all the

data within this paper is provided for full reproducibil-

ity.
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